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ABSTRACT
GUI testing is an important but expensive activity. Recently, research on test reuse approaches for Android applications produced interesting results. Test reuse approaches automatically migrate human-designed GUI tests from a source app to a target app that shares similar functionalities. They achieve this by exploiting semantic similarity among textual information of GUI widgets. Semantic matching of GUI events plays a crucial role in these approaches. In this paper, we present the first empirical study on semantic matching of GUI events. Our study involves 253 configurations of the semantic matching, 337 unique queries, and 8,099 distinct GUI events. We report several key findings that indicate how to improve semantic matching of test reuse approaches, propose SEMFINDER a novel semantic matching algorithm that outperforms existing solutions, and identify several interesting research directions.

CCS CONCEPTS
• Software and its engineering → Software testing and debugging; • Human-centered computing → Mobile phones; • Computing methodologies → Natural language processing.
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1 INTRODUCTION
Automatically generating test cases for GUI applications (GUI tests) is an active research topic [3, 4, 26, 28, 31, 32, 49, 51, 64]. A GUI test consists of (i) a sequence of events that interact with the GUI, and (ii) one or more assertion oracles that predicate on the GUI state. Current GUI test generators suffer from two main limitations [21]. First, they often generate semantically meaningless GUI tests that miss many relevant behaviors of the application under test. As such, they likely miss the GUI event sequences that properly exercise functionalities and reveal faults. Second, current GUI test generators rely mostly on implicit oracles [56, 65, 94] that reveal system crashes and exceptions, while missing many failures related to the semantics of the app under test.

A recent research thread explores the reuse of GUI tests across similar applications as an alternative way to automatically generate GUI tests [13, 15, 16, 45, 72, 75, 76]. GUI test reuse approaches generate new tests for a target app by migrating tests designed for a source app, an application that shares similar functionalities with the target app. Figure 1 shows an example of test migration between two Android apps. When test migration succeeds, GUI test reuse approaches (i) generate semantically meaningful GUI tests that properly exercise the functionalities of the target app, and (ii) adapt semantically relevant oracle assertions to the target app [15, 45], thus addressing the main limitations of GUI test generators.

GUI test reuse approaches exploit the fact that many GUI applications share semantically similar functionalities [34, 54, 75]. Hu et al. report that 196 (63.4%) of the top 309 non-game mobile apps in the Google Play Store can be clustered into 15 groups each sharing many common functionalities [34]. GUI test reuse is grounded on the observation that different apps expose common functionalities via semantically similar GUI events [93]. As such, automatic approaches try to migrate GUI tests across apps by mapping semantically similar GUI events.

In this paper, we target test reuse for Android applications. The current test reuse approaches for Android apps are ATM [15] and CraftDroid [45]. These two approaches successfully migrate non-trivial test cases, showcasing the potential of test reuse.

ATM and CraftDroid combine semantic matching of GUI events with test generation. Semantic matching of GUI events identifies
semantically similar events across source and target apps, by applying word embedding techniques [61] to the textual descriptors of events in the GUI widgets. Test generation exploits the similarities identified with semantic matching to migrate GUI tests from the source to the target app.

The overall effectiveness of test reuse strongly depends on the effectiveness of semantic matching of GUI events. Indeed, the semantic matching is what drives the matching of the events between the source and the target test. Recently, Zhao et al. acknowledge the importance of reusing GUI tests, and propose the FRUITER framework [93] to comparatively evaluate test reuse techniques. FRUITER compares test reuse techniques as a whole, but does not support the evaluation of semantic matching in isolation.

In this paper, we present the first study on the semantic matching of GUI events for GUI test reuse/generation techniques. We identify four main components of the semantic matching, as illustrated in Figure 2: Corpus of Documents (Component 1), Word Embedding (Component 2), Event Descriptor Extractor (Component 3), and Semantic Matching Algorithm (Component 4). We then comparatively evaluate the impact of different choices for each component on the effectiveness of the semantic matching. Our study involves 253 configurations of these four components, 337 unique semantic matching queries, and 8,099 distinct GUI events, obtained from 30 Android apps. Our configurations include the two configurations of ATM and CRAFTDROID and many other configurations that have not been investigated in the context of test reuse yet. We also propose a new semantic matching algorithm (SemFinder) and a new corpus of documents (GooglePlay) based on 900,805 app descriptions.

Our study discloses some relevant findings that both help identify a better matching algorithm and offer important insights for future research on test reuse. The most important findings are: (i) the Semantic Matching Algorithm (Component 4 in Figure 2) is the component that impacts the most on the overall effectiveness of semantic matching, and our proposed algorithm (SemFinder) outperforms the algorithms of ATM and CRAFTDROID; (ii) sentence level word embedding techniques (such as, Word Movers distance [39]) perform much better than world level ones (such as, Word2vec [60], used by both ATM and CRAFTDROID); (iii) considering certain widget attribute types as textual descriptors of GUI events can negatively affect the results; (iv) training word embedding models with corpora of documents specific to the mobile app domain lead to better results.

In summary, this paper

• develops the first framework to automatically evaluate the semantic matching of GUI events;
• identifies and extracts the core components of the semantic matching exploited in current test reuse approaches;
• evaluates 253 configurations of the semantic matching, and reveals important insights;
• proposes a new semantic matching algorithm (SemFinder) and a corpus of documents that outperform existing ones;
• makes our framework implementation and all data publicly available, for future research in this area [53].

Figure 1: Test reuse example, the target test cases (B) is obtained by migrating the source test case (A)
2 TEST REUSE ACROSS SIMILAR GUI APPS

This section gives the preliminaries of this paper and introduces the GUI test reuse problem with an example.

**Preliminaries:** This paper targets Graphical User Interface (GUI) applications for the Android platform. A GUI is a forest of hierarchical windows where only a window is active at any time [59]. Windows host widgets, which are atomic GUI elements characterized by attributes (such as, text and resource-id). At any time, the active window has a state $S$ that encompasses the attribute values of the displayed widgets. Some widgets expose user-actionable events to let users interact with the app [25]. An event is an atomic interaction on a widget. For instance, users can click on widgets of type Button, or can fill widgets of type EditText. Following previous test reuse approaches, we abstract the implemented widget type and group events into two types: clickable and fillable. A GUI test $t$ is an ordered sequence of events $(e_1, ..., e_n)$ on widgets of the active windows. A test execution induces a sequence of state transitions $S_0 \xrightarrow{e_1} S_1 \xrightarrow{e_2} S_2 \ldots \xrightarrow{e_n} S_n$, where $S_{n-1}$ and $S_n$ denote the states of the active window before and after the execution of $e_i$, respectively.

A GUI test can have one or more assertion oracles that check the correctness of the state $S_n$ obtained after the execution of an event $e_i$ [10]. For example, by checking for the absence or presence of widgets with specific attributes values.

**Test reuse approaches** for GUI applications [93] automatically migrate GUI tests (including oracles) across apps that share similar functionalities. More formally, given two apps $A^s$ (source) and $A^t$ (target), and a "source" test $t^s$ for $A^s$, test reuse approaches generate "target" test $t^t$ that tests $A^t$ as $t^s$ tests $A^s$. They create $t^t$ by searching $A^t$ for events that are semantically similar to events in $t^s$.

Figure 1 shows an example of a migration from a test designed for the source app Rainbow (A) to the target app Yelp (B). The two tests verify the same feature, namely the creation of a new user. The example is taken from the experiments of CraftDroid [45].

The migration process exploits a semantic similarity relation $\sim$ to determine corresponding events of different apps. In the example we have that $e_1^s \sim e_1^t$, $e_2^s \sim e_1^t$, $e_3^s \sim e_2^t$, $e_4^s \sim e_3^t$, $e_5^s \sim e_4^t$, and $e_6^s \sim e_5^t$. Current test reuse approaches define such a relation as a one-to-one mapping between a source and a target event. The notion of semantic similarity of GUI events largely influences the ability of test reuse techniques to recognize corresponding events, thus impacting on the whole migration process.

3 SEMANTIC MATCHING OF GUI EVENTS

Test reuse approaches need to match semantically similar GUI events across apps. Such a semantic matching should capture the event semantics, while abstracting the implementation details. Indeed, two different apps might implement the same logical action with different widgets (for instance, a button in one case and an image button in another). Intuitively, test reuse approaches aim to generate tests for the target app that maximize the number of semantically similar events, possibly in the order prescribed by the source test.

Current approaches characterize the semantics of events by relying on the textual attributes found in the GUI. In particular, they associate each event with its descriptor that encompasses the textual attributes of the widget associated with the event. For instance, the attributes text of events $e_1^s$ and $e_1^t$ in Figure 1 are "join" and "sign up", respectively. They then identify similar semantics by querying a word embedding model that recognizes words or sentences that express similar concepts. For instance, a word embedding model would recognize that "join" and "sign up" are semantically similar.

Figure 2 shows the logical workflow among the core components of the semantic matching of GUI events, which is shared by all test reuse approaches that rely on word embedding. Given a source event $e^s$ and a set of candidate target events $E^t = \{e_1^t, e_2^t, \ldots, e_{n^t}^t\}$, for each event in $e_i^t \in E^t$ the semantic matching computes a similarity score that expresses the degree of semantic similarity between $e_i^t$ and $e^s$. The semantic matching computes the score by aggregating the scores returned by the word embedding model for each pair of attributes in their descriptors ($score_{txt^s}, txt^t$) in Figure 2. Different semantic matching algorithms use different aggregation functions [15, 45]. Then, test reuse approaches can consider the event(s) with the highest scores [45] and/or ignore all events that are below a predefined threshold [15]. The semantic matching of GUI events can thus be divided into four main components:

**C1) Corpus of Documents** that the approaches use to build a word embedding model.

**C2) Word Embedding** that relies on the corpus of documents to create a word embedding model that defines the semantic space of words/sentences in the corpus.

**C3) Event Descriptor Extractor** that extracts information from a source event $e^s$ and a set candidate target events $E^t = \{e_1^t, e_2^t, \ldots, e_{n^t}^t\}$. This component extracts the (textual) descriptors $D = \{(a_i, v_i)\}$ of each event, both dynamically from the GUI states and statically from the GUI layout files. In a descriptor $D$, $a_i$ is an attribute type (such as, text) and $v_i$ is its value (such as, "PRESS OK"). Note that, the textual value of an attribute might be a full sentence, as in this example. For convenience of notation, we use $D[a_i]$ to refer to the value $v_i$ of the attribute $a_i$ of descriptor $D$.

**C4) Semantic Matching Algorithm** that returns a list of $E^t$ elements sorted according to the similarity score computed from the descriptor of the source event (D$^s$) and the descriptors of the candidate target events ($D^t_1, D^t_2, \ldots, D^t_{n^t}$). Internally, the semantic matching algorithm computes the similarity score between events by aggregating the similarity scores of corresponding attributes in the descriptors of the source and target events: $sim(e^s, e_i^t) = sim(D^s, D^t_i) = agg_j(sim(D^s[a_j], D^t_i[a_j]))$. 

![Figure 2: Logical workflow of the semantic matching](image-url)
We now describe the component type implementations that we consider in our study. We refer to a specific implementation of a component as an instance. We include all the component instances of ATM and CraftDroid and many other instances, which were not investigated in the context of semantic matching of GUI events, yet.

3.1 Corpus of Documents

Our study considers three corpora of English documents:

Blog Authorship Corpus (Blogs) \[79\] that consists of 681,288 posts from 19,320 bloggers. This is a well-known corpus often used by the NLP and information science communities \[1, 80\].

User Manuals of Android apps (Manuals) \[15\] that consists of the user manuals of 500 Android applications. This corpus was built by the authors of ATM \[15\], who used it to train a Word2vec word embedding model for running ATM.

Apps Descriptions (Google-play) that consists of the English descriptions of 900,805 Android apps in the Google Play Store. We constructed this corpus by crawling the list of similar apps of each crawled page. We used as seeds of the crawler the pages of the apps returned by searching random words in the Google Play search bar.

The corpus of documents plays an important role in the semantic matching. Indeed, the quality of a word embedding model depends on the corpus of documents used to train the model.

There are two important characteristics that the corpus of documents should have to obtain an effective word embedding model.

First, the corpus should include as many distinct words as possible, as the model cannot compute similarity scores of words not represented in the vector space (Out-of-Vocabulary issue \[18\]). Moreover, the words contained in the corpus should be words that are often found in the GUI of Android applications.

Second, the corpus should reflect the same word usage that mobile apps commonly adopt. In fact, a word can have a different meaning depending on the context of usage. Word embedding models trained with domain-specific corpora often outperform those trained with general corpora \[42\]. To study and quantify the importance of the context of usage, we considered both general (Blogs) and mobile apps specific corpora (Manuals and Google-play).

3.2 Word Embedding

Word embedding \[60\] is a class of unsupervised language modeling and feature learning techniques that map words or sentences from a corpus of documents to vectors of real numbers \[85\].

A word embedding assigns each unique word in the corpus to a corresponding vector in the space. Word vectors are positioned in the vector space such that words that share common contexts in the corpus are close to one another. The resulting vector space is a word embedding model, which test reuse approaches use to identify semantically similar, although syntactically different words (the so-called synonym problem). In the context of test reuse, the synonym problem is a key issue, because we cannot expect that independent developers use the same words to express the same concepts.

Our study considers the following word embedding techniques:

- **Word2vec** \[60\]: one of the most popular word embedding techniques developed in 2013 in Google. It implements a shallow (two-layer) neural network that is trained to reconstruct linguistic contexts of words. Both ATM and CraftDroid rely on models built with Word2vec \[15, 45\].

- **Global Vectors (GloVe)** \[70\]: a probabilistic technique that learns vectors or words from their co-occurrence information (how frequently they appear together in the corpus).

- **Word Mover’s distance (WM)** \[39\]: a word embedding technique based on the observation that semantic relationships are often preserved in vector operations on Word2vec models. For instance, vector(London) - vector(England) + vector(Germany) is close to vector(Berlin). WM exploits this property by finding the minimum traveling distance between sentences \[39\]. As such, WM considers distance between sentences (one or more words) \[85\] and not only among pairs of words like the distances based on Word2vec or GloVe \[85\]. In the context of test reuse this could be useful, because event descriptors often contain multiple words \[15, 45\]. WM returns an integer greater than zero, that we normalize from 0 to 1, with a standard normalization $1/(1+\text{WM}(s_t, t_n))$.

- **Fast Text (FAST)** \[18\]: an extension of Word2vec developed in Facebook. While Word2vec treats words as the smallest unit to train on, FAST learns vectors for the n-grams that are found within each word. FAST computes the vector of a word as the sum of its n-grams. For example, the word “aquarium” has the n-grams: “aqua”, “qua”, “uar/ari/ari/ium”. FAST is designed to alleviate the Out-of-Vocabulary issue \[18\]. In fact, even if the word “aquarium” is not present in the corpus, FAST would embed “aquarius” near to “aquarium” because they share seven n-grams.

- **Bidirectional Encoder Representations from Transformers (BERT)** \[24\]: a context-sensitive word embedding technique that infers the meaning of a word from its surroundings, by learning how to predict 15% of masked words in a sentence.

- **Neural Network Language Model (NNLM)** \[8\]: a family of neural network techniques that learn word embedding models jointly with the language model. In our study we consider the NNLM technique proposed by Google \[35\].

- **Universal Sentence Encoder (USE)** \[19\]: a state-of-the-art context-sensitive word embedding technique proposed by Google.

3.3 Event Descriptor Extractor

This component collects the descriptors of the source event $e'$ and of the candidate target events $(e^1, e^2, \ldots, e^n)$. An event descriptor $D$ is a set of textual attributes $\{a_1, a_2, \ldots, a_m\}$ extracted from the GUI states. Each attribute is defined as a $(\text{type}, \text{value})$ pair. Our study considers all the attribute types used in current test reuse approaches for Android (ATM and CraftDroid) \[15, 45\] as part of the descriptors. The attributes can be classified as primitive and derived. Primitive attributes are directly associated with the widget of the event under consideration. Derived attributes are obtained from primitive attributes of other widgets in the GUI state that contains the event under consideration.

The primitive attributes of a widget $w$ are:

- **text**, the visible label associated with $w$ (xml attribute android:text).

- **xml attribute android:text**.
Table 1: Groups of event descriptors

<table>
<thead>
<tr>
<th>attribute category</th>
<th>attribute type</th>
<th>ATM</th>
<th>CraftDroid</th>
<th>intersection</th>
<th>union</th>
</tr>
</thead>
<tbody>
<tr>
<td>primitive</td>
<td>text</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>resource-id</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>content-desc</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>hint</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>file-name</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>activity-name</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>derived</td>
<td>neighbor-text</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>parent-text</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>sibling-text</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

content-description, a textual description of w that is not visible in the GUI. It is often used by ANDROID Accessibility APIs as alternate text for describing the widget to visually impaired users (xml attribute android:contentDescription).

hint, a textual description of w that is used in editable widgets to help the user to fill the correct content (xml attribute android:hint).

resource-id, the unique identifier of w that developers assign to each widget to reference them in the code (xml attribute android:id).

file-name, the name of the file associated with w. For example, the name of the image file associated with a widget.

activity-name, the name of the ANDROID activity of the widget w.

Sometimes the textual information that describes a widget is not found in the widget itself but in nearby widgets [11]. For instance, the widget associated with e2 in Figure 1 (A) does not have any visible textual attribute, but there is a neighbor widget with text attribute "First Name" that describes the semantic of the widget of e2. ATM defines derived attributes from the spatial positions of the widgets [15]. CRAFTDROID defines derived attributes from the hierarchical structure of the ANDROID GUI states [45], in which widgets have a parent-child-sibling relationship. The element that directly precedes another element in the hierarchy is the parent of the element below it, and the element below the parent is the child. Two elements at the same hierarchical level are siblings.

The derived attributes of a widget w are:

parent-text, the text attribute of the parent widget of w.

sibling-text, the text attribute of the sibling widget immediately before w in the hierarchical structure.

neighbor-text, the text attribute of the closest widget from w within a certain distance.

Some attributes of a widget can be undefined (empty). For example, most widgets lack the hint or content-desc attributes.

In our experiments we did not consider each attribute individually, as the semantic matching algorithms require a set of attributes to be effective. Table 1 shows the four groups of attributes that we considered in our study, where 'A' and 'C' indicate the attributes used by ATM and CRAFTDROID, respectively. The intersection group (A ∩ C) are attributes used by both ATM and CRAFTDROID. We consider this group to evaluate the impact of the attributes used by only one approach. For example, we can evaluate the impact of the descriptors neighbor-text and file-name, by comparing the results of the groups 'A' and 'A ∩ C'. The union group (A ∪ C) are attributes used by ATM, CRAFTDROID or both.

3.4 Semantic Matching Algorithm

Test reuse approaches decide how to generate the target test case by analyzing the lists of target events sorted according to the similarity score computed for each event in the source test case. More specifically, the algorithm takes in input the descriptor D of the source event e in the similarity scores computed between D and each of the target descriptors D′, and returns a sorted list of E′ based on the semantic matching algorithms require a set of attributes to be effective. Table 1 shows the four groups of attributes that we considered in our study, where 'A' and 'C' indicate the attributes used by ATM and CRAFTDROID or both.

Algorithm 1: Semantic Similarity Calculator

```python
function getSIMSCORE
(txt1, txt2) ← PREPROCESSING(txt1, txt2)
switch M do
    case model at "word" level (Word2Vec, Glove, FastText) do
        score[()] ← ∅
        for each word wd1 ∈ txt1 do
            for each word wd2 ∈ txt2 do
                score[wd1][wd2] ← cosinesim(M(wd1), M(wd2))
        mappedScores ← getMatchedWords(score[()])
        return aggr mappedScores
    case model at "sentence" level (WMD, BERT, NNLM, USE) do
        return sim(M(txt1), M(txt2))
end
```

All the three algorithms rely on a word embedding model (M) to compute the semantic similarity scores among the attribute values of the source and target descriptors. Algorithm 1 illustrates the function that the three algorithms share (Function getSIMSCORE). The function performs the similarity scores between two sentences as a whole. Notably, both ATM and CRAFTDROID use models at word level, we add lines 10 and 12 to make the algorithm compatible with the sentence level word embedding models that we considered in our study.

We now describe the three algorithms and their key differences.
Algorithm 2: Semantic Matching Algorithms

Input: source descriptor $D^s$, set of target descriptors $\{D^t_1, D^t_2, \ldots, D^t_n\}$
Output: sorting of $E^s$ based on the semantic similarity with $e^s$

function ATM

descScores[] $\leftarrow \emptyset$

for each $i$ from 1 to $n$

if $\text{type}(e^s) = \text{type}(e^t_i)$ then

$\$label$^t_i$ $\leftarrow$ getFirstDesc($D^t_i$, neighbor-text, $D^t_i$, resource-id + $D^t_i$, file-name)$

$\$label$^t_i$ $\leftarrow$ getFirstDesc($D^t_i$, text, $D^t_i$, content-desc, $D^t_i$, hint)$

return $E^s$ sorted by descScore

function CraftDroid

descScores[] $\leftarrow \emptyset$

for each $i$ from 1 to $n$

if $\text{type}(e^s) = \text{type}(e^t_i)$ then

scores $\leftarrow \emptyset$

for each $a_i \in \langle \text{txt}, \text{hint}, \text{resource-id}, \text{content-desc}, \text{activity-name}, \text{parent-text}, \text{sibling-text} \rangle$

add getSimScore($D^s_i$, $D^t_i$, $a_i$) to scores

return $E^s$ sorted by descScore

function SemFinder

descScores[] $\leftarrow \emptyset$

for each $i$ from 1 to $n$

if $\text{type}(e^s) = \text{type}(e^t_i)$ then

$\$scores$^s$ $\leftarrow$ (0, 0)

for each $a_i \in \langle \text{txt}, \text{hint}, \text{resource-id}, \text{content-desc}, \text{activity-name} \rangle$

add getSimScore($D^s_i$, $D^t_i$, $a_i$) to scores

return $E^s$ sorted by descScore

Semantic Matching of ATM [15] Lines 13 to 26 of Algorithm 2 encode the semantic matching algorithm of ATM. The algorithm starts by collecting two textual representations of the source event: $label^t_i$ (line 15) and $label^s_i$ (line 16). $label^t_i$ is the first defined attribute among (neighbor-text, resource-id, file-name) in $D^t_i$. If all of such attributes are undefined, $label^s_i$ is the empty string. Notably, ATM extracts the neighbor-text attribute only for filling events, for clicking events the attribute is always undefined. $label^t_i$ is the first defined attribute among (text, content-desc, hint) in $D^t_i$. For each event $e^t_i \in E^t$ that has the same type of $e^s$ (either both filling or both clicking events), the algorithm collects $label^t_i$ and $label^s_i$ in the same way it collects $label^t_i$ and $label^s_i$, respectively. Then, the algorithm invokes Function GETSIMSCORE (Algorithm 1) for each combination of $label^t_i \in \langle label^t_1, label^t_2, \ldots, label^t_n \rangle$, $label^s_i \in \langle label^s_1, label^s_2, \ldots, label^s_n \rangle$, using “sum” as aggregation function. The algorithm assigns the highest returned value to the score of the current target event (score($D^t_i$)) line 25. After the algorithm analyzes each target event, it sorts $E^t$ based on the final scores (line 26).

Semantic Matching of CraftDroid [45] Lines 27 to 35 of Algorithm 2 encode the semantic matching algorithm of CraftDroid. For each target event $e^t_i$ of the same type of $e^s$ (either both filling or both clicking events), CraftDroid gets the similarity scores of their descriptor attributes (line 32) and adds them to List scores. The algorithm only compares corresponding attributes. For example, resource-id of the source descriptor is compared to resource-id of the target descriptor. CraftDroid assigns the average of List scores to the final score of the current target descriptor (line 34).

SemFinder Lines 36 to 45 of Algorithm 2 encode the semantic matching algorithm SemFinder that we propose in this paper. For each event $e^t_i \in E^t$ that has the same type of $e^s$ (either both filling or both clicking events), SemFinder builds two sentences $txt^t$ and $txt^t$. It builds $txt^t$ by concatenating all the values of the attributes of $D^t_i$ (separated with a space), and $txt^t$ with the values in $D^t_i$. It then removes words that are repeated in the same sentence. It finally aggregates the similarity score between $txt^t$ and $txt^t$ using average, and assigns the result to the final score of the current target descriptor (line 44).

Key differences While sharing the same general idea, the three algorithms differ in three important aspects:

I. The attributes of source and target descriptors that they compare. Both ATM and CraftDroid compute the semantic similarity only between certain types of source and target attributes. CraftDroid computes the semantic similarity only between attributes of the same type. However, there is no guarantee that across different apps the relevant semantic information is always contained in the same attribute type. Indeed, a typical test reuse scenario involves source and target apps implemented by different developers, who might follow different software development styles and standards. ATM allows some flexibility on the attribute types, for instance, it considers the pair $D^t_i$[text] and $D^t_i$[resource-id], but it is still restricted to some combinations. For example, given a source event $e^t$ with $D^t_i$[text] = “address”, and target event $e^t_i$ with $D^t_i$[resource-id] = “location”, both ATM and CraftDroid would not consider the pair of attributes ($D^t_i$[text], $D^t_i$[resource-id]), thus missing the semantic similarity of “address” and “location”. ATM misses this pair of attributes because the first not empty attribute at Line 20 of Algorithm 2 is $D^t_i$[text], and thus will only consider the pair ($D^t_i$[text], $D^t_i$[neighbor-text]).

SemFinder computes the semantic similarity scores among all attributes, regardless of their type. Our intuition is that the relevant semantic information can be in any of the considered attribute types. As such, SemFinder merges all source attribute values into a single sentence, all target attribute values into another sentence, and computes the semantic similarity of the two sentences.

II. The way they aggregate the similarity scores of multiple pairs of attribute types. ATM uses the maximum (line 25 of Algorithm 2), while CraftDroid uses the average (line 34 of Algorithm 2) to aggregate the similarity score of multiple pairs of attribute types. Both aggregation functions have their pros and cons [15, 45]. SemFinder does not consider attributes separately, but it groups them into sentences, thus does not need to combine the similarity scores of multiple pairs of attribute types. By comparing sentences, SemFinder to we exclude the difference of attribute types, which is considered individually by C3.
leverage the full capacity of sentence level embedding techniques. Sentence level techniques can handle semantic relation of words when they appear together.

III. The way they aggregate the similarity scores in case of word-level word embedding models. ATM aggregates the similarity scores of different words in the same sentence (Lines 4 to 10 of Algorithm 1) with the sum (line 24 of Algorithm 2), while CRAFTDROID with the average (line 33 of Algorithm 2). Even if SEMFINDER combines all attribute types in single sentences, it also needs to aggregate scores of words for word-level word embedding models (Lines 4 to 10 of Algorithm 1). SEMFINDER aggregates the similarity scores with the average (Line 44 of Algorithm 2), like CRAFTDROID, since the average often works better than sum (used in ATM). This is because the sum privileges (assign high score to) sentences with many words, as there is always a positive score between two words, if both words are represented in the model. Thus, two attributes with many unrelated words usually get a higher score than two attributes with fewer highly related (semantically similar) words.

4 EXPERIMENT

In this paper, we study the effectiveness and limitations of the semantic matching of GUI events for test reuse approaches. We conducted a set of experiments involving 253 different configurations of the semantic matching (Figure 3), aiming to answer three research questions:

RQ1 Baseline Comparison: Do semantic approaches based on word embedding outperform syntactic and random approaches?

RQ2 Component Effectiveness: What are the most effective instances of each component?

RQ3 Impact Analysis: Which component type(s) have the greatest impact on the semantic matching of GUI events?

RQ1 checks whether the use of semantic approaches is justified, by comparing the effectiveness of semantic approaches to both syntactic (edit-distance and Jaccard similarity) and random approaches. RQ2 identifies which instances achieve the best performance. RQ3 studies which component type has the largest impact on the effectiveness of semantic matching, thus suggesting where the research community should focus its effort.

4.1 Implementation

We implemented a fully automated tool in PYTHON that runs the different configurations of the four component types on a set of source and target events. The tool represents a framework to evaluate the semantic matching of GUI events, which can be easily extended to add new component instances.

The source code of ATM and CRAFTDROID is publicly available, ATM is written in JAVA [12], while CRAFTDROID in PYTHON [44]. We re-implemented the semantic matching algorithm of ATM in PYTHON referring to the original JAVA implementation [12]. For the algorithm of CRAFTDROID, we reused the original PYTHON code as much as possible [44]. It is important to mention that the semantic matching algorithms of ATM and CRAFTDROID are internal algorithms of test reuse tools and can be hardly executed in isolation. As such, one of the contributions of this work is a framework for comparing different component instances of the semantic matching, similar to what FRUIT achieved in the context of test reuse [93].

We implemented the Event Descriptor Extractor instances with a tool that executes the source and target tests and extracts from the GUI states the values of the nine widget attributes considered in our study (Table 1). We used the framework APPIUM (1.1.13) to read the GUI states at runtime. We implemented our own extractor, rather than rely on the implementations of ATM or CRAFTDROID, to have a common tool to collect all the descriptors. Our event extractor considers all types of click and fill events used by state-of-the-art test reuse approaches (ATM and CRAFTDROID). In particular, click events include simple click, swipe and long click, and are applicable to a wide range of Android widget types such as Button, ListView, Dialog, and ImageButton. Fill events insert a text into an EditText widget.

4.2 Subjects

We considered all the publicly available test migration scenarios (pairs of source and target test cases \((t_s, t_t)\)) used in the experiments of ATM and CRAFTDROID. Such scenarios involve test cases from 41 ANDROID apps. We considered all the test scenarios\(^2\) that belong to the 30 ANDROID apps that we could run. We could not

---

\(^2\) ATM considers 10 test scenarios for each pair of source and target apps. However, such scenarios cannot be considered in isolation, because the scenarios are dependent on one another. For this reason, we consider only the first scenario.
run five Android apps of ATM because we encountered various errors when compiling their source code. Despite a lot of effort, we could not provide the correct environment for these subjects. We could not run six Android apps of CraftDroid because they require communication with a server, but the API or Security protocol changed. Table 2 shows the 30 Android apps that we considered in our study.

We consider all 139 pairs of source and target test cases \((t^s, t^t)\) among the test migration scenarios provided by ATM and CraftDroid that involve these 30 apps. The 139 scenarios include a ground-truth annotation from the ATM and CraftDroid authors that specifies which events in the source test case match which events in the target test case. Given a source event \(e^s \in t^s\), we use \(e^t_g \in t^t\) to denote the event that semantically matches \(e^s\) as annotated by the ground truth. Notably, not all events in source test cases have an equivalent counterpart in the target app. Some events (called ancillary events [93]) are specific to the source app only, but are needed in the source test to reach certain app states or windows. Since our goal is to evaluate the semantic matching only, we removed them.

Because some source tests share the same app, the same event could be repeated across multiple source tests. We remove redundant events by considering two events \(e^s_a\) and \(e^s_b\) to be equivalent iff all the nine event descriptors considered in our study are identical across \(e^s_a\) and \(e^s_b\). After removing all redundant events, we obtained 337 unique source events, and thus 337 unique queries.

There are multiple ways to define the set of candidate target events \(E^t = \{e^t_g, e^t_1, \ldots, e^t_n\}\) for each \(e^s \in t^s\). We define \(E^t\) as the set of events that are actionable in all the GUI states traversed by the target test \(t^t\). More formally, \(E^t = \{e^t : \exists \mathcal{S}, e^t\text{ is actionable in } \mathcal{S}\}\), where \(\mathcal{S}\) is the sequence of state transitions obtained by executing \(t^t\). Our definition of \(E^t\) leads to semantic matching queries that are coherent with test reuse, which match events across applications considering target events that span multiple windows [15, 45]. Simply defining \(E^t\) as the set of events actionable in the window of \(e^t_g\) would create an artificial and unrealistic scenario. This is because a test reuse technique cannot know in advance which window of the target application should contain events semantically similar to a given source event.

According to our definition, if multiple events in \(t^t\) belong to the same window, we can have many redundant events within the same \(E^t\). We remove all of them by applying the equivalent relation described above. The cardinality of resulting \(E^t\) ranges from 5 to 80, with an average of 24.03 and median of 19 events.

### 4.3 Experimental Setup

Figure 3 shows the 253 configurations of the semantic matching that we used in our experiment.

We considered the 12 pairwise combinations of the three corpora of documents and four word embedding techniques: Word2vec, WMD, Glove, and Fast, building 12 word embedding models. Before running the word embedding techniques we used the same pre-processing steps used at Line 2 of Algorithm 1.

For all seven word embedding techniques we considered the pre-trained (standard) models provided by the authors of such techniques. Notably, these pre-trained models are obtained using different corpora of documents (such as, different versions of Google News and Twitter datasets), which are not publicly available. As such, we were not able to consider such corpora as individual components, like we did for Manuals, Blogs, and Google-play.

We decided not to build models with BERT, USE and NNLM using the three corpora (Manuals, Blogs, and Google-play), and thus relying only on the pre-computed models. This is because these word embedding techniques require a non-trivial parameter tuning that goes beyond the scope of this paper.

RQ1 considers two canonical syntactic approaches that compute the syntactic similarity of words/sentences: edit-distance based similarity (ES), and the Jaccard Similarity index (JS). Because both ES and JS do not use the corpus of documents, we ignore the combinations of ES and JS with the three corpora.

ES computes the (normalized) similarity of two words relying on the “Levenshtein distance” [41] that quantifies the dissimilarity of two words as the minimum number of operations (deletion, insertion and substitution) required to transform a word into the other. Given two words \(wd_1\) and \(wd_2\),

\[
ES(wd_1, wd_2) = \frac{\max(|wd_1|, |wd_2|) - LD(wd_1, wd_2)}{\max(|wd_1|, |wd_2|)} \in [0; 1]
\]

where \(LD(wd_1, wd_2)\) is the “Levenshtein distance” of \(wd_1\) and \(wd_2\). ES returns 1 if the words are identical. ES operates at word level, and thus replaces the query of the word embedding model at line 8 of Algorithm 1.

JS computes the similarity of two sets by dividing the number of elements that are shared between both sets by the total number of (unique) elements (both shared and not shared). In our context, sets are sentences and the elements of the sets are words. Given two sentences \(txt_1\) and \(txt_2\),

\[
JS(txt_1, txt_2) = \frac{|txt_1 \cap txt_2|}{|txt_1 \cup txt_2|} \in [0; 1]
\]

JS returns 1 when \(txt_1\) and \(txt_2\) have all identical words, regardless of their position in the sentences. JS operates at sentence level, and
thus replaces the interrogation of the word embedding model at line 12 of Algorithm 1.

We experiment with the Event Descriptor Extractor instances (Component 3) by combining the four groups of descriptors summarized in Table 1 with all three Semantic Matching Algorithms instances (Component 4). To distinguish the descriptors and algorithms when they share the same name, we added the suffix "_a" and "_d". For instance, ATM_d denotes the descriptor group and ATM_a the algorithm of ATM.

An important design choice is how to modify the semantic matching algorithms to accept a group of descriptors that differs from the groups used by the original algorithms. We modify the semantic matching algorithms as follows: If the group of descriptors does not contain an attribute \( a \) that is considered in the original algorithm, we remove \( a \) from the algorithm. For instance, when combining the "intersection" group to CRAFTDROID_a, we remove the activity-name, parent-text and sibling-text from the set of attribute types at Line 32 of Algorithm 2. If the group of descriptors contains an attribute \( a \) that is not considered in the original algorithm, we add \( a \) to the algorithm by appending it at the end of the text attribute. For instance, when combining the CRAFTDROID_d group with ATM_a, we append the attribute types activity-name, parent-text and sibling-text to the attribute text at Lines 16 and 20 of Algorithm 2. The rationale of using this approach is twofold: (i) ATM does not ignore the new attributes, since ATM gives highest priority to the text, and (ii) the choice corresponds to the way the original algorithm of CRAFTDROID handles the hint attribute (line 32 of Algorithm 2).

Our last configuration is a random baseline that assigns a random score between 0 and 1 to each pair of events. To cope with the stochastic nature of the random baseline, we repeated this process 100 times and we report the median result.

### 4.4 Evaluation Metrics

In our study, a query \( q \) is a pair of a source event and a set of candidate target events \( E^s, E^t \) that returns the list of events in \( E^t \) sorted by their final score. In our context, we have only one correct answer \( (e^s_g) \), and thus the rank of a query \( q_i \), denoted by \( rank_i \), is the position of \( e^s_g \) in the list returned by the query \( q_i \). Following standard practice, if multiple events have identical final scores, their rank is the average of their positions. For instance, if the top three events have identical final scores, their rank is equal to two \( (1 + 2 + 3) / 3 = 2 \).

We evaluate the semantic matching effectiveness of each of the 253 combinations using two metrics based on the ranks: (i) the Mean Reciprocal Rank (MRR) [47], and (ii) the ratio of queries in which the rank of the correct answer is one (TOP1).

The reciprocal rank of a query response is the multiplicative inverse of the rank of the first correct answer: 1 for first place, \( 1/2 \) for second place, \( 1/3 \) for third place and so on. The mean reciprocal rank is the average of the reciprocal ranks of our 337 queries \( Q \).

\[
MRR = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \frac{1}{rank_i} \in (0; 1)
\]

MRR is a standard statistical measure for evaluating any process that produces a list of possible responses to a query \( q \), sorted by their probability of correctness. MRR is suitable in our context because it focuses on a single correct answer \( (e^s_g) \), while other metrics like Mean Average Precision (MAP) and Normalized Discounted Cumulative Gain (NDCG) focus on multiple correct answers [17].

The metric TOP1 is the ratio of queries in which the ground truth \( (e^s_g) \) is at the first position of the returned list of events. TOP1 is less informative than MRR, because it does not make any difference whether a query returns the ground truth event at the second or last position in the list. However, TOP1 remains an important metric to evaluate the semantic matching of GUI events, as often test reuse approaches choose the first event in the list.

\[
TOP1 = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \begin{cases} 1 & \text{if } rank_i = 1 \\ 0 & \text{otherwise} \end{cases} \in [0; 1]
\]
Table 3: Distributions of the 253 combinations sorted by MRR and TOP1 based on the percentiles 1%, 5%, 10%. [1:x] denotes the configurations from position 1 to x of the list of 253 configurations ordered by MRR or TOP1.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>blogs</td>
<td>0%</td>
<td>23%</td>
<td>12%</td>
<td>0%</td>
<td>15%</td>
<td>12%</td>
</tr>
<tr>
<td>manuals</td>
<td>33%</td>
<td>15%</td>
<td>15%</td>
<td>0%</td>
<td>15%</td>
<td>12%</td>
</tr>
<tr>
<td>googleplay</td>
<td>33%</td>
<td>31%</td>
<td>23%</td>
<td>33%</td>
<td>15%</td>
<td>19%</td>
</tr>
<tr>
<td>w2v</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>glove</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>wm</td>
<td>100%</td>
<td>92%</td>
<td>62%</td>
<td>100%</td>
<td>69%</td>
<td>62%</td>
</tr>
<tr>
<td>fast</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>4%</td>
<td>0%</td>
<td>4%</td>
</tr>
<tr>
<td>bert</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>nlm</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>use</td>
<td>0%</td>
<td>8%</td>
<td>19%</td>
<td>0%</td>
<td>15%</td>
<td>19%</td>
</tr>
<tr>
<td>js</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>C2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>atm_d</td>
<td>100%</td>
<td>46%</td>
<td>42%</td>
<td>67%</td>
<td>46%</td>
<td>42%</td>
</tr>
<tr>
<td>craftdroid_d</td>
<td>0%</td>
<td>15%</td>
<td>19%</td>
<td>0%</td>
<td>8%</td>
<td>19%</td>
</tr>
<tr>
<td>intersection</td>
<td>0%</td>
<td>8%</td>
<td>12%</td>
<td>0%</td>
<td>0%</td>
<td>15%</td>
</tr>
<tr>
<td>union</td>
<td>0%</td>
<td>31%</td>
<td>27%</td>
<td>33%</td>
<td>46%</td>
<td>23%</td>
</tr>
<tr>
<td>C3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>atm_a</td>
<td>0%</td>
<td>8%</td>
<td>15%</td>
<td>0%</td>
<td>0%</td>
<td>15%</td>
</tr>
<tr>
<td>craftdroid_a</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>semfinder_a</td>
<td>100%</td>
<td>92%</td>
<td>85%</td>
<td>100%</td>
<td>100%</td>
<td>85%</td>
</tr>
</tbody>
</table>

4.5 Results

We run our 337 queries for each of the 253 configurations, we thus execute 85,261 semantic matching queries in total. MRR ranges from 0.201 to 0.789 across all configurations with an average of 0.696. The quartiles of MRR are: Q1: 0.674, Q2: 0.702, Q3: 0.724. In the set of the 253 configurations sorted according to the MRR values, the original configuration of ATMA (manuals (Component 1), w2v (Component 2), ATM_d (Component 3), ATM_a (Component 4)) is in position 184 (MRR = 0.677), while the original configuration of CRAFTDROID [standard (Component 1), w2v (Component 2), CRAFTDROID_d (Component 3), CRAFTDROID_a (Component 4)) is in position 196 (MRR = 0.670).

TOP1 ranges from 0.065 to 0.671 across all configurations (Q1: 0.484, Q2: 0.522, Q3: 0.558), with an average of 0.518. In the set of the 253 configurations sorted according to the TOP1 values, the original configuration of ATM is in position 200 (TOP1 = 0.472), while the original configuration of CRAFTDROID is in position 196 (TOP1 = 0.484).

For both metrics the best configuration is googleplay (Component 1), WMD (Component 2), ATMD (Component 3), SEMFINDER_a (Component 4) and the worst is random.

Figure 4 shows the distributions of MRR and TOP1 by instance. For example, the box plot of SEMFINDER_a on the top right of Figure 4 shows the distribution of the MRR values of all the 84 configurations with SEMFINDER_a as the semantic matching algorithm. The box plots of the same Component type are sorted by median.

Note that some instances among the same component type belong to less configurations than others. For instance, WM is present in 48 configurations, while USE only in 12. This is because for WM we considered the pre-computed standard model and three models built from the three corpora of documents, while for BERT we only considered the pre-computed model.

Table 3 shows the distributions of the various component instances for three percentiles 1% (top 3 entries), 5% (top 13 entries), and 10% (top 26 entries). The values in the cells indicate the percentage of entries in the selected percentile (column) that uses a given component (row). For instance, every entry in the first percentile (1%) uses WM in both the lists sorted by the MRR and TOP1 metric.

We tested for statistical significance using a parametric two-sided t-test [74]: if p-value <= 0.05 we reject the null hypothesis that the two distributions are the same. We used a parametric test as the normality D’Agostino’s K2 test [69] confirmed that most distributions are normally distributed.

4.6 RQ1: Baseline Comparison

Random has the worst performance, much worse than the other configurations, and this confirms our expectation. When the 253 configurations are ordered by MRR values, the second last configuration has value 0.595, while random 0.201. When they are sorted by TOP1 values, the second last configuration has value 0.359, while random 0.065.

The syntactic based similarity metrics (ES and JS) generally perform significantly worse than word embedding models (see Figure 4). Indeed, none of the 24 configurations with either JS or ES appear in the top 10% configurations sorted by either MRR or TOP1 values (see Table 3).

This result confirms the hypothesis that often different developers use different words to express the same logical GUI action [15, 45]. This result motivates the use of word embedding models that help identify semantically similar albeit syntactically different words/sentences in widgets attributes.

4.7 RQ2: Component Effectiveness

Corpus of Documents (Component 1) Table 3 shows that the googleplay corpus dominates the other two corpora for all percentiles (although the comparisons of the Component 1 distributions in Figure 4 are without statistical significance). Notably in Table 3, the sum of the three percentages of blogs, manuals and googleplay never reaches 100%. This is because the remaining configurations involve multiple pre-computed models obtained with different corpora of documents. In general the pre-computed models performed better, but we cannot draw generally valid conclusions, because these models are obtained with different corpora of documents.

Interestingly, the googleplay corpus suffers less from the Out Of Vocabulary (OOV) issue than the other two corpora. OOV issues occur when we ask the model to compute the similarity between two words, out of which at least one does not belong to the corpus. We considered all the 36 configurations that use Word2Vec as word embedding technique, and use blogs, manuals, or googleplay as corpora of documents. We divided these 36 configurations into three groups, according to the corpus of documents used. Then, we counted the cumulative number of OOV issues for each group. OOV issues are easy to identify, because Word2Vec returns 0.0 at Line 8 of Algorithm 1. The group of configurations that use googleplay triggered 92,032 OOV issues, while the manuals and blogs corpora 279,370 and 163,036 issues, respectively.
shows the distributions of the SDs values for category type.

Word Embedding (Component 2) WM and USE are the best word embedding techniques according to both MRR and TOP1 (see Figure 4). The difference between WM and USE with FAST, Word2vec, GLOVE, BERT, JS, ES is always statistically significant (for both MRR and TOP1). Interestingly, WM dominates USE and all other techniques according to the percentiles reported in Table 3. We observe that sentence-level word embedding techniques perform statistically significant better than word-level ones. This result is supported by the observation that many GUI textual attributes have multiple words.

Event Descriptor Extractor (Component 3) ATM_d and intersection perform much better than union and CraftDroid_d, among the four groups of event descriptors (the difference is statistically significant). We root the poor performance of union and CraftDroid_d in the activity-name attribute (which is defined for each event). In fact, in our experiments many source and target events shared the same default activity-name (main.activity), and this affects the final scores. This is because if an unrelated event happens to have the same activity name of the source event, this event might yield a similarity score higher than the correct match (e_g).

Semantic Matching Algorithm (Component 4) SEMFINDER_a outperforms both ATM_a and CraftDroid_a (always with statistical significance). Indeed, the MRR and TOP1 medians of SEMFINDER are higher than the median of both ATM_a and CraftDroid_a (Figure 4). Moreover, in the 10% percentiles of both MRR and TOP1, 85% of the entries use SEMFINDER_a as the semantic matching algorithm (Table 3). Each of the 84 configurations with SEMFINDER_a completed all 337 queries in 255 seconds on average, the configurations with CraftDroid_a in 393 seconds, and the configurations with ATM in 600 seconds. This suggests that combining attribute values into a single sentence reduces runtime while improving the results of semantic matching.

4.8 RQ3: Impact Analysis

We identified the component type with the highest impact on the semantic matching of GUI events with a so-called ‘local’ sensitivity analysis [23], which varies the instance of one component type at a time while holding the others fixed [33]. For each of the four component types (Component 1, Component 2, Component 3 and Component 4), we clustered the 253 configurations, so that only the component under consideration varies, while the instances of the other three components are fixed. For example, if we consider Component 2 and exclude the random baseline, we have nine possible instances. Every time we fix the values for components Component 1, Component 3, Component 4, we define a new cluster with nine configurations (in which only Component 2 varies). Then, we compute the standard deviation (SD) of the MRR values of these nine configurations. This SD value represents the impact of Component 2 in the cluster (if the choice of Component 2 has high impact, the SD value is high, otherwise it is low) [33]. We repeated this process 28 times for every possible combination of the values of Component 1, Component 3, and Component 4, obtaining 28 SDs that globally capture the impact of Component 2 on the semantic matching. We ran this analysis for all four component types.

We computed the SDs for both the MRR and the TOP1 values. Figure 5 shows the distributions of the SDs values for category type.

4.9 Threats to Validity

External validity A possible threat to the external validity is that our results may not generalize to other Android apps and test cases. We mitigated this threat by considering a large number of unique queries (337). The number of test migration scenarios in our study (139) is comparable with the scenarios used in the evaluation of test reuse approaches [15, 45]. Moreover, we collected the subjects from two benchmark datasets built by two independent teams, spanning several app categories and functionalities (see Table 2).

Internal validity A possible threat to the internal validity is that there might be errors in our framework that led to wrong results. We mitigated this threat by manually validating the correctness of the descriptors and metrics on a few queries. We manually scanned 337 queries and selected 30 queries with following characteristics: having empty descriptors, abnormally high or low MRR and TOP1 values. For such queries, we manually inspect the GUI of the app to check that the descriptors are correctly extracted. We also checked if the embedding models return the computed similarity scores. Moreover, we released our data and scripts and we welcome external validation [33].

Construct validity A possible threat to the construct validity is that we might not have faithfully re-implemented the semantic matching algorithms of ATM and CraftDroid. We mitigated this threat by referring to their original source code of the implementations provided by the authors of ATM and CraftDroid.

5 RELATED WORK

To the best of our knowledge, this paper is the first study on the semantic matching of GUI events for test reuse approaches. Recently, Zhao et al. propose the FRUITTER framework [93] to comparatively evaluate test reuse techniques. FRUITTER compares test reuse techniques as a whole, but does not support the evaluation and study of semantic matching in isolation. FRUITTER alone cannot tell whether a test reuse technique works better than another because of a more
effective test generation or semantic matching of GUI events. In principle, our framework could be combined with FRUITER, to evaluate and investigate different combinations of test generation and semantic matching.

Techniques for reusing GUI tests are gaining popularity, as a valid solution to generate semantically meaningful test cases [15, 45, 75, 76]. In this study, we considered the test reuse approaches for Android applications: ATM [13, 15, 16] and CraftDroid [45]. We did not consider GUITestMigrator [14], because ATM is an extension of GUITestMigrator, which focuses on migrating GUI test cases of apps with the same specification. We also excluded test reuse approaches for Web apps [75, 76], and for adapting GUI tests across the Android and iOS versions of the same app [72]. We also excluded the GUI test reuse AdapDroid [55] that was published after we conducted this study.

Some studies in the NLP community compared various word embedding techniques [9, 42, 87]. Li et al report that word embedding techniques trained on domain specific corpora perform better on the related specialized tasks [42]. Their conclusion is inline with the results of this paper. Our study is the first one comparing word embedding techniques in the context of GUI events matching.

6 CONCLUSIONS AND FUTURE WORK

This paper presents the first study on semantic matching of GUI events for GUI test reuse/generation techniques. Our study involves 253 configurations of the semantic matching, 337 unique queries, and 8,099 distinct GUI events. We now highlight some of our key findings:

I. Sentence level word embedding techniques (WM, USE) perform generally much better than world level ones (Word2Vec, Glove, and Fast). This is because many widget attributes are composed of multiple words (sentences). In fact, in our experiments, the widget attributes that we extracted are described with on average 2.39 words.

II. All component types impact on the effectiveness of the semantic matching. However, the semantic matching algorithm is the component type that impacts the most. Researchers should focus their effort in designing new and better algorithms. Moreover, SemFinder, the new algorithm proposed in this paper outperforms both the one of ATM [15] and the one of CraftDroid [45]. SemFinder consolidates both ATM and CraftDroid algorithms addressing some of their limitations. Differently from both ATM and CraftDroid, SemFinder is specifically designed for sentence-level word embedding models, which performs much better than word-level word embedding models for the semantic matching of GUI events.

III. When considering which widget attribute types should be used in the semantic matching of GUI events, the more is not always the better. Our experiments show that some attributes (such as, activity-name) can negatively affect the results. Also, the configurations that consider the largest number of attributes (union) are not the ones providing the best results. More research is needed to understand which widget attributes better describe the semantics of widgets. This would be especially important for derived attributes, as they could introduce meaningless and conflicting information. In our study we did not investigate which derived attributes would better describe a target widget, we followed the way both ATM and CraftDroid select the derived attributes. Automatically recognizing and removing meaningless and conflict information is an important future work.

IV. It might be preferable to train word embedding models with a corpora of documents specific to the mobile app domain. In fact, our proposed corpus of documents collected from the app descriptions in Google Play is more effective than general purpose corpora (although without statistical significance).

An important open research issue is related to the impact of the semantic matching of GUI events on the overall effectiveness of test reuse. This can be studied by combining our framework, which compares the semantic matching step, with FRUITER [93], which compares the whole test reuse activity (semantic matching + test generation). It would also be interesting to study the semantic matching of GUI events in other testing contexts that benefit from semantic matching, like GUI pattern-based test generation [34, 46, 52, 54], and GUI test repair [29, 43, 57, 58, 62, 63, 92].

Current test reuse approaches define the semantic similarity relations of GUI events as a one-to-one mapping between a source and a target event. However, there could be cases of one-to-many or many-to-one mappings, in which a source (or a target) event matches multiple target (or source) events. Although, test reuse approaches may spontaneously create one-to-many or many-to-one mapping during test generation because reaching a particular window or state requires the execution of auxiliary events [93].

Yet another promising research direction is the study of images and graphical representations of widgets as semantic descriptors. Indeed, images carry important semantic information about GUI widgets [20, 34, 88]. One could rely on ML techniques to classify images and graphical representations of widgets and convert them into textual representations of widgets (to be used as additional semantic descriptors). Also, one could leverage image analysis techniques to identify those widgets across apps that have similar graphical representations.
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